
Abstract

In this paper an adaptive multilevel mesh refinement method, coupled with the Zien-

kiewicz and Zhu a posteriori error estimator, is applied to solids mechanics with the

objective of conducting reliable nonlinear studies in acceptable computational times

and memory space. The approach presented in this paper is first validated on linear

behaviour, on two and three dimensional simulations. Then nonlinear behaviour is

studied. Advantages and limitations of the local defect correction method in solids

mechanics problems in terms of error level, CPU time and memory space are dis-

cussed. This kind of resolution is also compared with the classical finite element

resolution.

Keywords: adaptive mesh refinement, nested local grids, uniform non-data-fitted

meshes, local defect correction, a posteriori error estimation, nonlinear solids me-

chanics, Norton creep, pellet-cladding interaction.

1 Introduction

Adaptive methods are devoted to solve problems with various characteristics length-

scale in acceptable computational times and memory space.

In this paper, the test case under study includes local singularities. Moreover, using

small elements is more effective to simulate local singularities than increasing the or-

der of the polynomial basis. That is the reason why we decided to use adaptive mesh

refinement (AMR) [1] techniques. One of the constraints of the study was to use an ex-

isting industrial solver, that means to change only pre-processing and post-processing

operations. Thus, we chose to use local multi-grid methods. Furthermore, it induces

simple meshes (uniform, structured and regular). As we study elliptic problems dis-

cretised by the finite element (FE) method, it is interesting to use structured regular
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meshes because it induces well-defined problems. Among the existing local multi-

grid methods, the local defect correction (LDC) [2] method was retained because it is

not specific to flux conservative problems.

The refinement process is piloted thanks to an a posteriori error estimator based on

stress smoothing, called Zienkiewicz and Zhu a posteriori error estimator [3].

2 Adaptive refinement approach

2.1 Local defect correction method

The local defect correction (LDC) method was introduced by Hackbusch [2]. It is

based on the multi-grid process [1]. A global coarse grid is used on the whole do-

main, and only local fine sub-grids are set on areas where more precision is required.

Prolongation and restriction operators are defined to link several levels of computa-

tion. An example of nested grids is shown on figure 1. The local fine grid lies on a

zone of interest defined on the coarse grid. Such type of local sub-grid can be defined

recursively until reaching the desired accuracy.

Coarse grid

Zone of interest

Fine grid

Figure 1: Example of nested meshes used in LDC method

The prolongation operator is used to transport informations from a coarse grid to the

next finer one. It consists in defining boundary conditions on the fine grid from the

coarse solution.

The restriction operator is defined to transport informations from a fine grid to the next

coarser one. It consists in adding a new effort, corresponding to the defect obtained

on the coarse problem with the projected fine solution.

Coarse and fine problems are sequentially computed until the solution has converged

on the coarser grid. Such an iterative process is traditionally represented by a V-cycle,

as on the figure 2.

Let us consider the problem (P) defined on a domain noted Ω of boundary Γ :

(P) : L(u) = f (1)
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Converged solution

Fine grid Gl∗

Coarse grid G0

Prolongation step (boundary conditions)

Restriction step (defect correction)

Smoothing

Exact solving

Figure 2: Representation of LDC process : V-cycle

with :






L : usually nonlinear operator

u : solution

f : right-hand member

A set of nested domains Ωl, 0 ≤ l ≤ l∗ with Ω0 = Ω is then defined. Each domain

is discretised by a grid Gl of boundary Γl. The local problem on iteration k writes :

(Pk
l ) : Ll(u

k
l ) = fk

l (2)

with :

Ll = L|Gl

2.1.1 Prolongation step : boundary conditions

In this step, the problem (2) is solved with fk
l = f 0

l ≡ f|Gl
.

On the coarser grid G0, the boundary conditions of the whole problem is applied

since :

(L0)|Γ0 = L|Γ and (fk
0 )|Γ0 = f|Γ ∀k (3)

The boundary conditions on the other grids Gl, 1 ≤ l ≤ l∗ with l∗ 6= 0 are repre-

sented on figure 3 :

• If Γl ∩ Γ is not empty, the boundary conditions of the continuous problem (de-

fined on Γ) are used in the common boundary :

(Ll)|Γl∩Γ (uk
l )|Γl∩Γ = (fl)|Γl∩Γ (4)

• On the other part of the boundary, Dirichlet boundary conditions are applied. A

projection operator P l
l−1 applied on the next coarser solution uk

l−1 enables us to

obtain the Dirichlet values :

(uk
l )|Γl\(Γl∩Γ) = P l

l−1(u
k
l−1) (5)
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Projection of coarse
problem solution

boundary conditions
Continuous problem

Figure 3: Prolongation step : boundary conditions on Gl (l 6= 0)

When the boundary conditions are defined on the fine grid, the discrete problem (Pk
l )

associated to the fine level can be solved.

2.1.2 Restriction step : defect correction

In this section, the boundary conditions defined on the prolongation step are kept to

solve the problem (Pk
l ). The restriction step consists in correcting the coarse problem

via a defect calculated from the next finer solution.

Two sets of nodes of Gl have to be defined, see figure 4. Al contains the nodes of the

coarse grid Gl strictly included on the domain discretised by Gl+1. Ål is made up of

the interior nodes of Al (in the sense of the discretisation scheme).

Figure 4: Restriction zone Al on the left and correction zone Ål on the right (e.g. for

operator ∆)

The solution obtained on the fine grid Gl+1 is restricted to the nodes of Al :

ũk
l (x) = (Rl

l+1u
k
l+1)(x) ∀x ∈ Al (6)

where Rl
l+1 is the polynomial interpolation from fine grid Gl+1 to the coarse grid Gl.

The local defect associated to this solution is computed on the nodes of Ål :

rk
l (u)(x) = (Ll(ũ

k
l ) − f 0

l )(x) ∀x ∈ Ål (7)

Then the coarse solution ul is corrected by solving the coarse problem with the modi-

fied right-hand member :

fk
l = f 0

l + χÅl
rk
l (u) (8)

where χÅl
is the characteristic function of Ål.
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2.2 Zienkiewicz and Zhu a posteriori error estimator

In order to define automatically the zone of interest, an a posteriori error estimator is

used. This kind of estimator is devoted to estimate a measurement of the discretisation

error. The Zienkiewicz and Zhu (ZZ) [3, 4, 5] a posteriori error estimator was selected

because it is not time consuming and it is easy to apply.

Almost all the a posteriori error estimators developed for solids mechanics are

based on the fact that the classical FE resolution does not verify the continuity of

the stress field. The ZZ a posteriori error estimator consists in constructing a stress

solution σ∗ more regular than the FE one σh. The local estimator ηE,h on an element

E is defined as :

ηE,h = ‖(σ∗
h)E − (σh)E‖ (9)

The element value is obtained from nodes values. The values of the FE stress σh at the

discretisation nodes are obtained by interpolating the values at the Gauss points. To

obtain the estimated stress σ∗
h, two methods are proposed by Zienkiewicz and Zhu :

• The simplest and cheapest one [3] consists in averaging the value of the FE

stress σh on the elements surrounding the node. However, its is not very efficient

for very coarse grids or for high-order elements.

• The second one, called “super convergent patch recovery” [4, 5], is based on

patch, which is the union of several elements. On each patch, a high-order

polynomial function is defined, which minimises the root mean square gap with

respect to σh on “super convergent” points (Gauss points in one dimensional

problems). Then an average of each patch contribution is made to obtain σ∗
h.

This method is more expensive but leads to better approximations.

3 Test case

The pellet-cladding interaction (PCI) [6] appears during irradiation in pressurised wa-

ter reactors, which are the essential of french nuclear reactors.

The fuel is formed of cylindrical pellets of 8.2 mm diameter, composed of uranium

dioxide (UO2), piled up in a zircaloy cladding. During irradiation, two phenomena

lead to PCI :

• The fuel pellet quickly cracks (see on figure 9 left). Moreover, the fuel pellet

swells and the cladding creeps due to external pressure, that induces contact

between the pellet and the cladding. The pellet cracking results in discontinuous

contact.

• An other phenomenon, illustrated by figure 5 adds discontinuities. As the fuel

pellet has a finite axial size, the temperature gradient leads to a hourglass shape

deformation of the pellet. Thus, the contact between the fuel and the pellet
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appears first in front of the inter-pellet plane, then it develops towards the mid-

pellet plane. The hourglass shape phenomenon results in a concentration of

stresses around the inter-pellet plane.

Figure 5: Illustration of the hourglass shape phenomenon : before (left) and after

(right) irradiation

Modelling precisely the PCI is of great importance, as it concerns the integrity of the

cladding which is the first confinement barrier for the irradiated fuel. That is why

research and development on this item are still undertaken worldwide in order to im-

prove the understanding of the mechanisms possibly leading to PCI failure, as well as

to qualify a PCI resistant rod design. Complete 3D simulations are currently limited

because of the required unstructured and irregular mesh, inducing an ill-conditioned

system with an important number of degrees of freedom. The LDC method seems

then well suited for this kind of application. However, this method has stood the test

of time in fluid mechanics but is almost unused in other fields of physics. For this

reason, the use of LDC method will be first validated on linear structural mechanics.

In all this study, a simplified PCI model is used. We are only interested in the

cladding response, and the contact with the pellet is represented by a discontinuous

pressure on the internal radius of the cladding. The validation step, see part 4, will

consist in supposing a linear elastic behaviour of the cladding. Then, the LDC method

will be extended to nonlinear behaviour on section 5.

As there is generally no analytical solution to our test cases, we use reference so-

lutions obtained by solving the test problems on really fine meshes, using a classical

resolution with the Q1 FE method.

4 Validation study

The two phenomena characteristics of PCI are first modelled separately in 2 two-

dimensional studies then they are gathered in the three-dimensional study.
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4.1 Hourglass shape phenomenon

4.1.1 Problem definition

The first model is axisymmetric and represents the hourglass shape phenomenon. The

first advantage of this method is that the geometry is very simple, as the domain stud-

ied is a rectangle. So regular structured uniform meshes perfectly representing the real

geometry can be used.

The hourglass shape is represented by a peak of pressure around the inter-pellet plane.

Thanks to symmetrical conditions, only half of the pellet is simulated. On figure 6,

the geometry of the problem and the boundary conditions are available.

1
3
.5

m
m

Constant
external pressure

Inter−pellet plane

Mid−pellet plane

Constant internal pressure

due to pellet

Blocking condition

0
.6

m
m

6
.1

5
m

m

Symmetry condition

to hourglass shape

Pressure peak due

Figure 6: Problem definition - 2D axisymmetric model

4.1.2 Results

On figure 7, an example of nested meshes used for our simulation can be seen. The

current mesh is in black and the zone of interest is in green. This refinement zone is

obtained selecting the elements L ⊂ Ωl that respect :

eL > α(max
K⊂Ωl

eK − min
K⊂Ωl

eK) (10)

where eL is the local ZZ error. In this study, we set α = 0.2. In order to obtain nested

structured cartesian meshes, some elements have to be added to the selected ones. In-

deed, working with cartesian grids permits to avoid numerical artifacts due to reflex

corners and to increase the speed of the solver.

The reference solution was obtained on a uniform mesh of space step 5.10−3mm in

each direction.

We study the L2 error between this reference solution and the solution obtained after

convergence on the global coarse grid using the LDC method. This error is plotted on

figure 8 according to the distance between the real singularity and the approximated
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Figure 7: Example of nested structured meshes generated automatically thanks to a

posteriori error estimator - 2D axisymmetric model
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Figure 8: L2 error according to the mesh - 2D axisymmetric model

one on the initial coarse mesh (see on figure 7), and to the number of sub-grids.

The first conclusion to be drawn is that the method converges at the first-order with

respect to the initial distance to the singularity. The lost of one order of convergence

compared to the classical Q1 FE resolution was expected since the singularity has been

approximated, as mentioned by Ramière [7]. The second conclusion is that the LDC

method conserves the order of convergence with respect to the local finest distance

to the singularity. Indeed the same error level is obtained with a local refinement as

with a global one with a discretisation step equal to the local finest one. Thus, the

LDC method converges as O(dhfine
), where dhfine

corresponds to the local distance
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to the singularity. This conclusion remains still true even for an important number of

sub-grids or an important decrease of the error.

This test case validates the use of the LDC method for linear elasticity, and the use

of Zienkiewicz and Zhu a posteriori error estimator to detect refinement zones.

4.2 Pellet cracking phenomenon

4.2.1 Problem definition

The second model represents the pellet cracking and verifies the plane strain hypothe-

sis. As the geometry is curved, the meshes will be regular structured but non uniforms,

only “quasi uniforms”. The goal is to validate the LDC method on a less classical case,

particularly when the geometry has to be approximated. Indeed, the meshes genera-

tion implies that the approximation of the curvature remains the initial coarser one on

all the sub-grids.

The cracking phenomenon is represented by a pressure discontinuity on the internal

radius of the cladding, in front of the crack opening. The pellet is assumed to crack in

a regular way, see [8]. Using symmetrical conditions, only 1/16 of the pellet is repre-

sented. On the figure 9, the geometry of the problem and the boundary conditions are

available.

Internal pressure

discontinuity
Blocking condition

Symmetry condition

Pressure

Figure 9: Problem definition - 2D plane strain model

4.2.2 Results

We use the same method as in the hourglass case to obtain nested meshes, of which

an example is plotted on figure 10. We can notice here that the refinement zone is

very localised. Moreover, if this refinement zone is compared to an example of crack

observed in a cladding after irradiation (see figure 11), we can observe that the refine-

ment zone is in good coherence with the failure position.
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Figure 10: Example of nested structured meshes generated automatically thanks to a

posteriori error estimator - 2D plane strain model

Figure 11: Example of crack observed on a cladding after irradiation

In this case, to validate our approach, we could use the analytical solution developed

by Roberts [9]. However this solution is written with a Fourier decomposition, and

we cannot perform the number of terms required to obtain an enough precise solution.

So, as in the previous case, we use a reference solution obtained on a really fine mesh

(1.10−3mm in each direction) with a classical FE resolution.

The L2 error between this reference solution and the LDC solution is plotted on figure

12 according to the initial distance between the real singularity and the approximated

one, and to the number of sub-grids.

This study leads to the same conclusions than the previous one. Without local refine-

ment, the approximation of singularity induces a convergence in O(dh). Moreover, we

find again the convergence as O(dhfine
) for the local multi-grid method. The observed

stagnation is due to the fact that dh0/32 = dh0/16.

Finally, even for small error (< 1.10−3), the error due to geometry approximation (the

approximation of the curvature remains the initial coarser one on all the sub-grids)

seems negligible compared to the error due to singularity approximation.

To optimise the ratio precision obtained over CPU time, the figure 13 represents

the L2 error with respect to CPU time and to the number of sub-grids.

From this figure, we can conclude that the more the precision expected is constraining,

the more the use of an initial coarse mesh with many sub-grids is advantageous.

In addition, the LDC method is classically used with a refinement ratio of 2. As
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Figure 12: L2 error according to the mesh - 2D plane strain model
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Figure 13: CPU time according to L2 error - 2D plane strain model

there is no theoretical limitation for the choice of the refinement ratio, we decided to

study the performance of the LDC method with a refinement ratio of 4. The conver-

gence results are presented on figure 14.

As expected, we obtain the same error levels for simulations made with two succes-

sive refinements of ratio 2 than with one refinement of ratio 4, even for small errors.

Thus, the convergence as O(dhfine
) is conserved, whatever the refinement ratio used.

The CPU time and space memory will be compared in the next section.
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Figure 14: Influence of refinement ratio - 2D plane strain model

4.2.3 Comparison with classical FE solver

According to the previous conclusions made on figure 13, it seems more attractive to

use a very coarse initial mesh and a lot of sub-grids. Moreover, the use of refinement

ratio of 4 seems to be attractive, according to results on figure 14. That is why we

decided to use for our LDC method an initial mesh of size h0/2, with 1 to 7 sub-grids

(if refinement ratio is 2) or 1 to 4 sub-grids (if the refinement ration is 4). We also

tried a variable refinement ratio, equal to 2 or 4 according to the number of elements

on the refinement zone. Classical resolution is made on meshes refined locally around

the singularity. The meshes on figure 15 are examples of meshes used for this com-

parison, and the CPU time are reported on figure 16.

The first conclusion to be drawn is that in this case, using a refinement ratio of 4 in-

stead of 2 is not so attractive in terms of CPU time. Nevertheless, this conclusion is

strongly related to the size of the zone of interest. Indeed, the use of a larger ratio

allows to limit the number of sub-grids, but may imply the use of more extended grids

and thus more nodes than necessary in some zones (in our case, there are approxi-

mately twice more elements for the same error).

The use of a variable refinement ratio, equal to 2 or 4 according to the levels, is

also possible thanks to the LDC algorithm. It seems attractive, specially in terms of

computational time because it accelerates the speed of convergence compared to the

refinement ratio of 2 (number of V-cycles) and contains less nodes than refinement

ratio of 4. In this case, we observe this good compromise because it is the best curve

according to computational time on figure 16, and the total number of elements in-

cluded between those obtained with a refinement ratio of 2 or of 4. However, it seems
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Figure 15: Examples of meshes used in the comparison study : classical mesh (left)

and LDC mesh with 3 sub-grids and refinement ratio of 2 (right)
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Comparison between LDC solver and classical FE solver

difficult to find a non heuristic criterion to choose the refinement ratio on each level.

In addition, we compare CPU times of a classical FE resolution and of a LDC

one. We can notice that the LDC solver is efficient. Indeed, equivalent computational

times are obtained for equivalent levels of error. For errors about 1.10−3, compu-

tational times are approximately twice larger for the LDC method, but these times

remain very small (∼ 5.10−2s). For smaller errors, about 1.10−4, the CPU time re-

quired for the LDC resolution is twice smaller than the on required for a classical FE

resolution. Moreover, this case is particularly unfavourable for the LDC method, be-

cause the studied problem is simple (two-dimensional, in linear elasticity) and then

13



quickly well solved by the classical FE solver. The fact to reach the same efficiency

than the classical FE solver for this simple test problem is hence very satisfying.

Moreover, our method does not require preliminary study in order to obtain a mesh

refinement adapted to the problem. As the generation of the sub-grids is automatic,

only a mesh size for the coarse level and a refinement criterion are necessary. The use

of the LDC method thus makes possible to save preprocessing times, that can be really

important, especially in 3D.

Lastly, from a memory space saving point of view, the LDC method is also attrac-

tive. Indeed, even if extra informations are stored (boundary conditions on the levels,

reversed matrices of rigidity, right-hand member,. . . ), each local grid is much smaller

than an equivalent global refined grid. In particular the total number of elements of

all the sub-grids is far smaller than the number of elements of the locally adapted grid

used currently (4 times less elements for an error about 1.10−3 and 6 times less for an

error about 1.10−4, see figure 16).

To conclude, the LDC solver seems very attractive. Indeed, even for a simple test

case which is a priori unfavourable for the LDC solver, we obtain for a given error an

equivalent CPU time and much less elements. This results give confidence in the use

of the LDC solver for more complex studies.

4.3 Three-dimensional phenomena

4.3.1 Problem definition

This model gathers the two previous phenomena on a three-dimensional geometry.

The goals are multiples : validate our approach on a three-dimensional case, validate

detection and treatment of several singularities of different characteristic length-scale

and verify the LDC method performances.

We have to notice that, due to the size of the problem under study, we cannot obtain an

accurate reference solution with an uniform mesh any more. The reference solution is

hence obtained with a mesh of space-step varying from 10 to 100 µm.

We use the same method as in sections 4.1 and 4.2 to obtain nested meshes. A

preliminary study showed that the refinement criterion has to be modified in order to

well detect the two singularities. The criterion α is set to 0.15 for the first refinement

level, to select accurately the two singularities. The value α = 0.2 can be kept on

other levels. Indeed, the ZZ a posteriori error estimator has difficulty to accurately

detect two singularities if their characteristic sizes are different. However, modifying

this criterion induces a refinement zone too large for one of the singularity. This is a

limitation of the ZZ a posteriori error estimator.

The L2 error between the reference solution and the LDC solution is plotted on figure

14



17 according to the initial distance between the real position of the intersection of the

two singularities and the approximated one, and to the number of sub-grids.
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Figure 17: L2 error according to the mesh - 3D model

The expected first-order convergence is reached. Moreover, the error improvement

due to the refinement strategy remains true in a three-dimensional context, as the

method still converges as O(dhfine
).

The study of the CPU time required with respect to the number of sub-grids (see

figure 18) leads to the same conclusions as for two-dimensional cases. The more the

solution is aimed to be precise, the more the use of an initial coarse mesh and several

local sub-grids improves the ratio of the obtained precision over CPU time. The CPU

time is for example reduced of a factor 30 between a simulation with an initial mesh

step of h0/8 and l∗ = 0 and a global mesh step of h0/2 and l∗ = 2.

4.3.2 Comparison with classical FE solver

A comparison between the adaptive refinement method and a classical FE resolution

was also made for the three-dimensional case. As the reference solution is not very

accurate, we only compare two simulations, for a quasi equivalent local fine mesh size.

The results are presented in detail in table 1. These results are really encouraging.

Indeed, the ratio error over local fine mesh size seems to be the same. Moreover, it

should be noted that for the LDC method, the number of elements represents the total

number on all the grids. Thus all these elements are never treated at the same time,

which explains the significant acceleration of the computational time (÷5).

Lastly, it must be noticed that, due to the limitation of ZZ a posteriori error estimator
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Figure 18: CPU time according to L2 error - 3D model

Mesh L2 error CPU time Number of elements

Classical resolution 1.02 10−2 24.10 102 s 105196
65 to 103 µm

LDC h0, 3 sub-grids 1.23 10−2 5.53 102 s 77744
local hfine 79 µm

Table 1: Comparison between LDC and classical resolution - 3D model

for the treatment of two singularities, the refined meshes obtained are not efficiently

localised.

5 Nonlinear study : Norton creep behaviour

As the LDC process for solids mechanics has been validated for linear elastic be-

haviour in previous section, we will now complex the cladding behaviour. A Norton

creep behaviour, which is nonlinear, is now studied. It adds to the linear behaviour a

nonlinear strain which is defined as :

ε̇vp =
( σ

K

)n

(11)

where K and n are two given coefficients.

The main difficulty in this case is linked to the stresses evaluation to compute the

defect. This is not commonplace to obtain analytically the stresses from the displace-

ments, as in linear study. In the other hand, a reliable projection method of the stresses

does not exist. That is why we choose restrict the displacements, then to solve a new
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nonlinear problem with this restricted displacement imposed in order to obtain the re-

stricted stresses, which allows us to compute the defect.

The test case under study is the two-dimensional pellet cracking phenomenon. The

same method as for the linear study was applied to obtain the refinement zones. On

the example of nested meshes on figure 19, it must be noticed that the refinement areas

(in green) are quite larger than in linear context (see on figure 10).

Figure 19: Example of nested structured meshes generated automatically thanks to a

posteriori error estimator - 2D plane strain model - Norton creep behaviour

On figure 20, the L2 error between the reference solution (obtained with an uniform

regular structured mesh of size 5.10−3mm) and the nonlinear LDC solution is plotted

according to the initial distance from the singularity and the number of sub-grids.

The nonlinear behaviour does not deteriorate the theoretical convergence in O(dhfine
)

of the LDC method obtained on linear study. This is very encouraging as we should

also be attractive in terms of number of elements and CPU time, as in the linear study.

A comparison between the LDC solver and the classical FE solver has been also

started for the nonlinear behaviour. The first comparison was made on Von Mises field

on the cladding, see figure 21.

The stress distributions obtained using the classical FE resolution and the LDC method

are equivalent. Moreover, the maximal relative error is about 1%, which is really in-

teresting according to the current precision of the physical models.

In table 2, we compare the two simulations, for a quasi equivalent local fine mesh

sizes.

The LDC method is very attractive in terms of number of elements, as 6 times less

elements are necessary to obtain a quasi equivalent precision. On the other hand, the

ratio error over CPU time seems to be equivalent, which is far from the results ex-

pected following the linear study (see figure 16). However, we do not use efficiently

the LDC method. In particular, a significant acceleration of the computational time

could be obtain by using the previous computed solutions in the LDC cycles. It seems
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Figure 20: L2 error according to the mesh - 2D plane strain model - Norton creep

behaviour

Figure 21: Von Mises field for the classical FE resolution (left) and for the LDC one

(right) - 2D plane strain model - Norton creep behaviour

Mesh L2 error CPU time Number of elements

Classical resolution 9.86 10−4 2.69 102 s 3708
7.1 to 56.6 µm

LDC h0/2, 3 sub-grids 9.22 10−4 3.19 102 s 680
local hfine 12.8 µm

Table 2: Comparison between LDC and classical resolution - 2D(r,θ) nonlinear model

surprising that for a coarser local mesh-step, the LDC method leads to a better pre-
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cision. this has to be studied furthermore, but the first conclusion to be drawn from

these results is that the nonlinear simulations are sensitive to the regularity of the mesh.

This test case is a first validation step in the use of the LDC method and the use

of Zienkiewicz and Zhu a posteriori error estimator to detect refinement zones for

nonlinear mechanical behaviour.

6 Conclusion

The local defect correction (LDC) method, which is an adaptive mesh refinement

(AMR) method based on multilevel resolutions, has been applied to a simplified prob-

lem stemming from the pellet-cladding interaction in pressurised water reactors. We

focused only on the cladding response subject to discontinuous pressures from the fuel

pellet.

Firstly, we focus on a linear behaviour. This first step is necessary to validate this

method and study its potentially in structural mechanics, in a problem with so strong

local singularities. The local sub-grids are automatically generated using the Zienkie-

wicz and Zhu (ZZ) a posteriori error estimator.

The first results obtained for the 2 two-dimensional studies are very satisfying. The

expected theoretical convergence as O(dhfine
) is obtained, where dhfine

is the distance

between the real singularity and its approximation on the finest grid which mesh size

hfine. Saving of computational time and memory space is thus very large in compari-

son with a classical resolution by the finite element method.

The LDC method is also well adapted for three-dimensional studies, but the ZZ a

posteriori error estimator has trouble to efficiently detect two singularities of charac-

teristic sizes to different, which leads to a too large refinement zone.

To conclude, the first results obtained in a nonlinear context give confidence in using

the LDC method in complex studies. The linear results are confirmed by the nonlinear

study, and the same order of convergence is obtained.

The prospects of this study is first to couple the LDC method with a domain decom-

position method in order to be able to treat efficiently several singularities of different

characteristic length-scale using the Zienkiewicz and Zhu a posteriori error estimator.

In the same time, the nonlinear study will be completed.

Then, a temporal variation will be added to treat the temporal evolution of grids posi-

tion and size.

Lastly, the contact with the pellet will be modelled. The main difficulty will then

consist in treating two grids facing each other in a LDC context.
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